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ABSTRACT

This report describes a ballistic analysis made of an electron beam
in a two-cavity klystron, which was assumed to have infinite cross section,
negligible space charge, nonrelativistic velocities, and gridded finite gaps.
The operating parameters of a catcher gap for maximum efficiency and the
velocity-filtering capabilities of a r-f gap interacting with a spent beam,
at large signals were investigated. The term 'velocity-filtering' means
a reduction in the velocity of bunched electrons of a certain velocity-class,
All the characteristics in this study were computed by a Burroughs Datatron
220 digital computer, when necessary.

The behavior of an electron beam in a buncher gap was investigated
using a graphic analysis based on the results given by the digital computer.
The velocity and current distributions emerging from this gap were formu-
lated. The graphic results were approached by successively approximating
the transit-time correction factor.

The results obtained by successive approximation were then used
as initial conditions in analyzing the behavior of the electron beam in the
first drift space. A Fourier series was derived which describes the var-
ious harmonics of the beam current as functions of the operating parameters
of the buncher gap and the drift space, for large signals. The results are
found to be in agreement with those in the literature.

The exit current and the exit velocity from the second gap were
formulated as implicit functions of entrance and exit times in forms appli-
cable to a digital computer, and the operating conditions of the second gap

were taken as parameters., The computer data were sorted for both a

_-XV -



catcher gap and a velocity-ﬁlter gap by kinetic energy calculations. The
catcher gap selected had an efficiency of 23.995 per cent,

The same procedure was applied to a second drift space and then to
a third gap, so that the solutions corré;sponded to a combinationAconsisting
of a two-cavity klystron and a velocity-filter cavity. With the known opera-
ting parameters of the catcher gap and the velocity-filter gap, the value of
the second drift angle for best ﬁlteri~ng was determined. The velocity-filter
gap selected had an efficiency of 5.368 per cent. The addition of the velocity-
filter gap was shown to decrease the intensities of X-ray radiation through

a given shield,
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‘I. INTRODUCTION

The ballistic approach for analyzing an electron beam in a velocity-
modulated tube 'was first introduced by Webster.l Although his theory lacks
validity at or after crossover because of space-charge forces and does not
apply to electron beams of finite radius because of fringing of the space-
charge fields, it has two advantages: (1) It is simple and provides an in-
sight into the ph.ysical phenomena‘ and .thus serves as a guide for more
complicated theozlies,, and (2) itis fairly accﬁrate at large-signal levels
for low-perveance beams,

The current tendency to deman:d higher power levels from klystrons
increases the importance of ballistic theory. In an experiment, Mihran2
shéwed that for large signals, the electron beam showed ballistic behavior;
i.e., the debunching effect of the space-charge forces became less impor-
tant. At the same time, in finite beams, the space-charge force.s acted to
enhance bunching at large signals by debunching inner and outer electrons
differently,

In a high-power klystron, the velocity spread of the electrons in
the beam increases cons;derably at large signals. Hard X-rays emanate
from the collector of such a tube since the fast electrons reach velocities
that are capable of producing these X-rays. This is a serious disadvan-
tage of high-power klystrons, but it can, however, be overcome by de-
vising some means of obtaining electrenic interaction with the spent
beam, the beam after the catcher gap. The well-known method of the d-c
retarding field alone, i.e., application of a negative voltage to the collector,

would not suffice, since the d-c retarding field may turn back some of the



slow electrons while decelerating the fast electrons. A r-f circuit, such v
as a r-f gap or a helix, on the other hand, can be designed to interact

with the beam in such a way that only the fast electrons are decelerated.

Such a r-f gap is analyzed in this study, and it is called the velocity-

filter gap. A proper combination of the d-c and the r-f methods, then,

may prevent radiation of X-rays,

The purpose of this study is to analyze the electron beam in a two -
cavity klystron, using a ballistic approach, to determine the characteristics
of the spent beam and to investigate the velocity-filtering capabilities of a
r-f gap. To simplify this analysis a model is chosen with the following
assumptions: (1) beam of infinite cross section, (2) negligible space charge,
(3) gridded finite gaps, and (4) nonrelativistic velccities. All the charac-
teristics in this study are computed by a Burroughs Datatron 220 digital
computer when necessary. .

The analysis of the first gap is given in Chapter II. First a graphic
analysis'is made by setting up exact equations for the gap and solving them
with the computer; then analytical formulas are derived for the exit velocity
and the exit current. These derivations are based on successive approxi-
mations to the transit time and are compared with the graphic analysis to
determine the range of validity.

The results of Chapter II are used as initial conditions in Chapter III
for the analysis of the drift space. Fourier analysis of the current at the end
of the drift space results in a series which describes the various harmonics
of the current as functions of the operating parameters of the first gap and
the drift space for large signals. At this point, however, multivalued func-~

tions resulting from the occurrence of overtaking come into play, and explicit



analytical formulas no longer approximate exact formulas. In the rest of
the analysis, therefore, one is restricted to dealing with exact implicit
formulas,

In Chapter IV, the second gap is treated in the samé way.as the
first gap. A r-f voltage is assumed across the second gap with variable
amplitude and phase, The characteristics of the spent beam are deter-
mined by the computer and the results are sorted out for both a catcher gap
and a velocity-filter gap by kinetic energy calculations.

Chapter V describes the effects of the second drift space and the
A velocity~filter gap on the characteristics of the spent beam., The analysis
is similar to work in the previous chapters, the operating parameters for
the catcher gap and the velocity-filter gap found in Chapter IV being used

as initial conditions.



II. ANALYSIS OF THE FIRST GAP

The first or buncher gap modulates the velocity of an electron beam,
This, in turn, causes density modulation in the drift space. In a finite gap,
however, density modulation also takes place. This factor has been neg-
lected in previous analyses, and including it here extends Webster's analysis.

Exact equations for the first gap will be derived from the equation
of motion, and the characteristics of the beam will be calculated by the
computer, Analytical expressions of functional relationships will be based
on the exact graphic method with the éssumptions mentioned. Thus in this
chapter, a graphic analysis is first made, and then analytical formulas are

obtained by successive approximations.

A. GRAPHIC ANALYSIS (Computer Problem)>
The equation of motion of electrons in the buncher gap, with a
sinusoidal input voltage and no space charge, is a simple second-order

differential equation,

eV

5 = —1 sinwt . (2. 1)
md

Using the notation of Figure 1, integrating Equation (2. 1) twice,

and substituting boundary conditions at t= t and at t= t,, one obtains

eV

»
zZ = v_+
(o]

{Ccoswt_ - coswt) , (2.2)
mwd a

eV1 eVl
d = vyt ] cos wt (t‘b-ta) + — (51nwta-31nwtb) . (2.3)



Defining the d-c¢ transit angle and depth of modulation gives

o =94 (2. 4)
g Yo
Vl
a = —— ; {(2.5)
Vo
and normalizing with respect to d-c velocity gives
Z = 2 =14+ 2 (coswt_ -coswt, ) , (2.6)
VQ, 26 a b
0 = [1+ —= t Wwt, -wt.) + —— (sinwt_ - sinwt, ) (2.7)
g = 2_6__ Coswa@b-wa ﬁg— nwa— nwb . .
g

Equations (2. 6) and (2. 7) completely define the motion of electrons during
the passage through the gap and give the implicit relation between entrance

time and exit time with the gap transit angle and depth of modulation as

parameters,

FIRST GAP : SECOND GAP
PLANE a EI) <|: ?
| S ¢ - |
1 | ' i | I

~0) l.b 5 < 5
Yo | [V Ve | l
l | | l

| |
| 5 l ll
v, sinwt> I |

TIME tg ty te

Figure 1. Schematic Diagram of Two-Cavity Klystron with Parallel
Gridded Gaps.



The numerical computations of Equation (2. 6) and (2. 7) have been
carried out on the digital computer and are presented in a series of graphs
of normalized exit velocity, Vb/VO , versus exit time, w{cb; normalized
exit current, ib/IO , versus exit time, wtb ; and the transit-time correction
factor, wtb -~wt_ -0 , versus entrance time, wt_.

a g a

Exit current is obtained by applying the principle of conservation

of charge through the gap; it can be determined from

dwt
a

(2. 8)

iy
I—o_ dwty
Numerical values of the normalized current are found by measuring the
slope of the curves of the transit-time correction factor versus entrance
time at each point. Figures 2a,b,c show the results of this method for
three different gap transit angles with depth of modulation as a parameter.
Other results obtained by this method are presented in subsequent sections
of this chapter.

It can be seen from Figures 2a, b, and ¢ that the normalized exit
current gradually becomes peaked as the d-c gap transit angle (eg) is
increased, and that there is a phase difference between the normalized
exit current and the normalized exit velocity. Since deceleration and
acceleration of electrons during the corresponding half cycles of the input
voltage counteract each other, there is a limit to this peaking of the exit
current as the d-c gap transit angle is further increased; 6 = is a
practical gap transit angle, and it is used in the computations throughout

the rest of this chapter and in the next chapter.

The wave forms of the exit velocity and the exit current show that
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they both have harmonics and that transit-time effects are nonlinear in the

buncher gap.

B. FIRST-ORDER ANALYSIS

When the results of graphic analysis are known, one can proceed
with the analytical study by making approximations in the derivations, and
comparing the results thus cbtained with those of the exact graphic method,
The discrepancies will show the validity and the range of the analytical
forms.
1. Velocity Modulation

One must approximate the transit }:ime, since it plays an important
role in the physical phenomena within the buncher gap, Assuming a cor-

rection term,
wtb = wt, 4+ 6 , (2.9)
where

0 = eg(l + 8) 6g6 = w‘tb - wta - Og ’ (2.10)

and substituting Equation (2. 9) into Equation (2. 2), one obtains for t=1t

b?
Vv
Vp = V°+rin-<:)—;- 2 sin— mn(wtb-g)
sing
= v +-l-va 2 sin(wt -9-> . (2.11)
o 2 O 0 b >
g- .
2

Expanding sin(wtb —gi) by trigonometric identities and neglecting & terms

of higher order than the linear term, one can write Equation (2. 11) as

-8-



vy 1 e 1 0 e 1 0

w— = 1 +=pa sinfwt --£)+ 2 ab cos-£ sinfwt - -E) -= paf  cos|wt -2 .

Ve 2 b2 2 2 b 2] 47 g b
(2.12)

where

o /o
pzsin—zg—-—zg— ) (2. 13)

Integrating Equation (2.2) and substituting in it the boundary con-

ditions at t=t and at t=t_, and Equation (2.9), one obtains |

VOO abv ' " av
d = — + cos (wt, -0) + — sin (wt, -06) - sinwt
W 200, “ty -0+ 5 [ 8, -9 mmb]
(2.14)
Assuming
cos [wtb -eg (1 + 6)] =2 cos (wtb -Og) ,
sin [wtb -Bg (1 + 6)] == sin (cm:b -ng) s
Sl;i} [wtb -egé]‘ fr,.:; sin wtb s
and neglecting the ad term gives
a .
8 = -2,9—2 [A sin wtb + Bcos wtb] R (2, 15)
where
A =1-cos® -0 sinb , (2. 16a)
g g g
B = sin8®_ -0 cos?9 . (2. 16Db)
g g g

Substitution of Equation (2. 15) into Equation (2. 12) leads to



v 6
b _ 1 . g M et >
-V—o- = 1+A+-£pa sin wtb--—z— + Msin2 (wtb+cp_) , (2.17)
where
1 a 2
A = =|[—1] - 9 - 1) ) 2.18a)
= > 135 (cos g ) ( )
g
M = ‘\/1_:2+ 2 (2. 18b)
1 a 2 2
Pz =|—)] {(sin20 -sin® -06_+20 sin 6 ) R (2. 18¢)
2 \20 g g B g g
g
1{a 2 .
Q= ~—|om 1l +cos6 -2cos OH_ -0 sin2b , (2.184)
2 \20 g g g g
29 = tan”t & . (2. 18e)

Equation (2. 15) is plotted in Figure 3 for eg =mw. It can be seen that
while Equation (2. 15) is a good approximation for small signals, it is a

less satisfactory approximation for large signals.

2. Density Modulation
Substituting Equation (2. 15) into -Equation (2. 10) and rewriting it,

one obtains

a .
wt, = wt -0 - — [A sin wt, + Bcos wtb] . (2.19)

As in the graphic method, one can, by using Equation (2.8), express the

normalized exit current as

a . .
= 14 T (B sin wtb - Acoswtb) . (2.20)

oi—dl O"H‘
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Equation (2.20) can also be written as

— = 1+ Nsin(co‘cb +¢) (2.21)
IO
where
N = 2 (2. 22a)
28
g
c = ya®4+B® (2. 22b)
-A ‘
tan’ = o . 2.22c
n = ( )

From Figure 3 one can anticipate that Equation (2.21) will a.,ppr'oach the
results of the graphic method for small signals, but the discrepancy will
be considerable for large signals.

It should be observed that the first-order analysis introduces a
second-harmonic term into the velocity expression, while only the funda-
mental is :.ano‘lved in the current expression, One can conclude that the
first-order analysis results in analytic forms that approximate those of
the graphic method for the small-signal case, and that the method of ap-..
proximation for the transit-time correction factor appears promising for
the large-signal case, This approach will be followed, therefore in the

following analysis.
C. SECOND-ORDER ANALYSIS

Extending the transit-time correction-factor approximation one

step further, assume that

-12-



(2.23)

6 = eg(1+61+v62) )

where 61 is given by Equation (2. 15). Substituting Equation (2. 23) into

Equation (2. 14}, assuming

cos (<.\>tb -8) &= cos (ootb - eg - Ggél) + egsz s1n(wtb - Gg - egal) ,
51n(u>1:b -0) Az sin (wtb - Gg - Ogﬁl) - 9g62 cos (wtb - Gg - Ggﬁl) R
and neglecting acSZ and 62 terms, one obtains

a . .
62 = -61 + — [sxnwtb- sin (wt

26 b
g
(2.24a)
and’
a . . ‘ ‘ e
wt, -wt, - eg = —2—6; [smwtb—51n‘(wtb-9‘g-9g61) - 9g(1+61) cos(wtb Gg 6g6
(2.24b)

Equation (2. 24b) is plotted in Figure 3 for eg =q. Itcan be seen from
this figure that Equation (2. 24b) givss a fair approximation to the graphic

results for larger signal values.

l. Velocity Modulation
Substitution of Equation (2, 242) into Equation (2. 13) leads, after
some rearrangement, to

v 2 4 2 .2
b+ L( 2\ (cose -1) - L{_2) A%+ B®.AB sin20 - B & o520
> |76 g 2 \ze, T T2

o)
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a - 0 a :
+H—=—)|sine_- & [ ==} (2ZA + A cos206 -B sin20 )| sinwt
20 g 4 \2 _ g g b

g g
2
a © 0.. :
-(ZT){I - cos eg + Tg <—e——> (2B - A sinZBg - B cos zeg)‘ cos wt,
g g - ,
2 2
+ 112\ Blcos® -A sin®_ +=[2). [(A2+B2) sin20 - 2AB|ysin2ot
2 (20 g g 2120 8 b
g g
2 2z ,
L/ 2N\ /A coso +B sing - L[2 [(A2+‘BZ) cos 26 +A2-B‘] cos 2wt
21260 g g 2126 g b
g g
o\
+-:1§-(2—e-g> (A cos zeg‘ + B sinZBg') sinﬂ3wtb‘
0 3 4 5
- £ (2 (A sin26 -B cos20) cosdut, + = (s> ) [(B%-A%) sin2e
4 \ 26 g g b g eg g
s | .

4
+ 2AB cos 29 ] sin 4o)tb+. 1fe [(BZ- AZ) cos 20 -2AB sin 26 ] cos 4wt
gl 8 g g b

(2.25)

Equation (2. 25) is plotted in Figure 4 for eg =7 for comparison with the
graphic method, and in Figures 5 and 6 with the d-c gap transit angle as

a parameter. If can be seen from Figure 4 that Equation (2.25) approximates
the graphic method fairly well up to '1a'rge signals. f‘igures 5 and 6 show

the effect of the d-c gap transit angle on the Veloéity modulation. As ex-
pected, it can be seen that the modulation effect decreases, because of

partial cancellation,as the d-c gap transit angle is increased.
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Figure 4. Normalized Exit Velocity vb/vo versus Exit Time wt Com-

paring Graphic and Second-Order Methods.

2. Density Modulation
Differentiating Equation (2. 24b) and neglecting third-order terms,

one obtains

ib dwta a .d61
—_— e @ ] - coswt, ~cos{wt, -0 )+6 |1 -0 —
I~ ot Zeg[ “p (wty, - 8.) g< g qut,
d6'1 2 2 d61 _
- eg&i m;)sm (wtb - eg) - Gg (61 + 61 - 9g61 d(‘ntb_)cos (wtb - eg.)}

(2. 26)
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Substituting Equation (2. 15) and its derivative with respect to wtb and

rearranging terms gives

b o 1 /0,2, 2 (a%-B% e
I; = 1+(-z-e—é> B+-2- (-Z—g) (A"+B +6gAB) sin Gg-—-z———gcos eg] smwtb

2 L2
1 j 2 - '
-(.2_.‘ gg) A - (-Z—-CB" {(AZ +B" = GgAB) cos Gg - @..2_3_2 Gg sin eg} ycos wt,

2 2
+(-l— ® (Acos9 +Bsinf )sin2wt, - s 6 (Asin® -BcosB )cos 2wt
g g g g g g g

26 b’ zeg b
! a2 .5 (BZ-AZ-?EAB)
+(—Tg) {AB cos eg - — Gg cos eg+ > sin eg} sin 3mtb ‘
I (a2 - BY (B%-a%- 9 _AB)
- (zgg—) [AB sin Gg - — Gg sin eg - > = cos Gg} cos 3wtb . .
(2.27)

Equation (2. 27) is plotted in Figure 7 for 6 =w for comparison
with the graphic method, and in Figures 8 and 9 with the d-c gap transit
angle as a parameter. Again it can be seen from Figure 7 that Equation
(2.27) ap.proximates the graphic method fairly well up to large signals.
Figures 8 and 9 show the effect of the d-c gap transit angle on density
modulation. As in the graphic method, it can be seen that density modu-
lation first increases with the d-c gap transit angle and then decreases,

It should be observed that the second-order analysis introduces

harmonics up to the third harmonic in the current expression, and up to

-18-
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the fourth harmonic in the velocity expression, and that it extends the

approximation to .larger signals.
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III. ANALYSIS OF THE FIRST DRIFT SPACE

The electron beam enters the drift space both velocity-modulated
and density-modulated, aﬁd it drifts in a field-free space. This drift action
produces further bunching of electrons, thereby increasing the harmonic
content of the beam current. In his analysis, Webster neglects the density
modulation produced in the gap, since his analysis deals with small signals.
It was shown in the previous chapter that for large sAignals, the density modu-
lation in the first gap was considerable, therefore the present analysis will
consider the density modulation in the gap. It will include only first-order
terms, however, and will not consider space-charge debunching. Although
the present analysis is not valid after crossover, it will be extended beyond
crossover; for qualitatively, it anticipates important trends.

The time at plane ¢ (see Figure 1) can be expressed as

wl

wtc = (Dtb + % . (3. l)
Shifting the reference of time gives
eg
]
why = Wty - o= (3. 2)

Dropping the prime, and neglecting the second-harmonic term in Equation

(2.17), one obtains from Equation (3. 1),

wt_ - ¢ = wtb - X sinw’cb s (3. 3)

-23-



where

0
¢ = 0 (1-8)+-£ , (3. 4a)
o, = &L, (3.4b)
(e}
1
X = -Z-p.aeo . : (3. 4c¢)

Equation (3. 3) shows the functional relationship between the entrance and

exit times of the drift space.

A. DENSITY

The principle of conservation of charge for the drift space states
that

-ibdwtb = 'icdwt‘c . (3.5)

One can express the current at plane ¢ as a Fourier series given by

e8]

i, = Ao + Z A cosn(wt:C - ¢) + B, sinn(cotc -9 , (3.6)
n=1
where
Ao = I0 . (3. 7a)
An = %‘// cosn(wt - ) dwtc' s (3.7b)
Bn = f s1nn(wt - ) dwtc . (3. 7¢)

-24-
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If one uses Equations (2.20), (3.2), (3.3).and (3.5), then Equations (3.7

and ¢) become

>
u

1 2 Al
a - [1 + N sin (wtb + 4+ -f- } cos n[:wtb - X sin‘wtb:] dwtb , (3.8a)
0

1 A 0
B = — 1 + N sinfwt, +¢ +—§- sinn[wt, - X sinwt, | dwt . (3.8b)
T || b b b~ 4y '
5

Using Bessel function expressions4 for trigonometric functions, integrating,

and using recursien formulas for Bessel functions, one obtains

00
ic , N . 6
T; = 172[1+-x-sm¢+-§-)] Jn(nX) cosn(wtc-cb) ,
: S on=1 ’
5 \ <2 J (nX) '
+ 2N cos(t.p +-§-)Z -r-iﬁ—— sinn(wtcr- ¢) . (3.9)

n=1

It cah be seen from Equation (3.9) that the beam current at plane ¢
is rich in'harmonics and that each harmonic can‘ be calculated for any
specified condition from the equation. Equation (3.9) reduces to that of
Webster for simall signals. It should also be noted that an additional
phase angle, 6n , is introduced by thé two independent components of

each harmonic, given by

r 0
) I_l +31\i— sin (LIJ + -zg—:|an(nX)

tan ﬁn = 5 . (3. 10)

N cos (41 + Tg) JI'1 (nX)
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Figures 10a, lla, and 12a show the first three harmonics, and
Figures 10b, 11b, and 12b show the phase angles of these harmonics as
a function of the bunching parameter (X), with the depth of modulation as
a parameter, for. eg =1, The maximurm amplitudes of the fundamental
current for different depths of modulation (see Figure 10a) are seen to be
greater than the usual value of 1,16, which was also predicted in a bal-
listic analysis by Webbelt"s that included space-charge effects.

The first three harmonics are also plotted in Figure 13 as functions
of the drift angle 6 for Gg = w. Qualitatively Figure 13a resembles
the experimental curves of Mihran, who also obsexved a saturation of the
maxima of the fundamental current, although he did not explain the resaon
for this.

Although space-charge effects were neglected in this study, the
results obtained parallel those of others within the range of validity. A
comparison. with. Solymar's6 results is shown in Figure 14, where it was

assumed that

D

7z = &2
ﬁP k

. (3.11)
B. VELOCITY

The transit time through the drift space can be assumed to be

0
- -6 = i - .
wtb (mtC o) Z bl‘ s1nl(<»tC o) , (3.12)
1=1

where

A |~

™
f [wtb‘--(wtc _¢)]‘ sinl(wt, -$) dlwt -$) . (3.13)
™
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Integrating Equation (3.13) by parts and substituting Equation (3. 3), one

obtains

m'!
wt, = wtc - ¢ + Y -12-J1(1X) sin 1 (wtc - ) . (3.14)
=1

Equation (3. 14) shows the functional relationship between the entrance
time and the exit time of the drift space., Figure 15 shows a comparison
of Equation (3.3) and (3. 14), where only the first three harmonics are
included in Equation (3. 14).

Since the drift space is assumed to be field-free, the equation of
motion becomes

£ =0 . (3.15)

Integrating Equation (3. 15) and a‘pplying the boundary conditions at
t=t ., substitutiﬁg Equation (2.17) with second harmonic terms neglected

and Equations (3. 2) and (3.14), one obtains

(o}

v, ) . & 27, (1X) ' 1
— = 1+A+—2-p,usm (wtc-¢)+Z—1——-—sml(wtc-¢)} . (3.16)
=

Equation (3.16) is plotted in Figure 16 with depth of modulation as a

parameter for eg =7w and 6, = w/2 .
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IV. ANALYSIS OF THE SECOND GAP

It is well known that an electron beam has nonlinear characteristics
and is rich in harmonics at the end of a klystron drift space. Analysis of
the beam through a second gap, therefore, becomes complicated, because
of overtaking and the multivalued nature of transit times. Analytical for-
mulas, which can be derived from such an analysis by making approxi-
mations similar to those made in Chapter II, become implicit expressions
of entrance and exit times as well as of various operating parameters.

For these reasons, only computer solutions are obtained in the
remaining parts of this study. Thus the main effort will be directed to
computing velocities and currents of a spent beam as functions of time rather
than formulating them analytically. This will permit realization of the
purpose of this study: (1) to investigate the characteristics of a spent beam
in a two-cavity klystron and (2) to investigate the velocity-filtering capabili-
ties of a r#f gap, using these characteristics as initial conditions. Addi-
tional information will be obtained about power output and tuning conditions
of the catcher gap of a two-cavity klystron for optimum operation, since
both velocities and currents .will be known at the entrance to and at the exit
of the second gap. Numerical calculations of kinetic energy will suffice

for this purpose.

A. COMPUTER PROBLEM
Fundamental current at the entrance to‘the second gap can be ex-

pressed, by combining its two components, (see Equations 3.9 and 3.10), as .
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i, = ksin(et-6+p) (4. 1)

where k is the amplitude of the fundamental. Assuming a voltage V2
across the second gap with a phase angle _'L"2 with respect to fundamental

current, one can write the equation of motion for this gap as

v

.. e 2 .

z = - = = sin(wt + &) , (4. 2)
where

E = -o + ﬁl+1"2 E (4. 3)

Integrating Equation (4. 2) twice, substituting initial conditions at t = tC ,

and normalizing with respect to d-c velocity, one obtains

<

a

7 = < 4 2 [cos (wt + &) ~ cos (wt_ + §)] ) (4. 4)
Yo 26 ¢
&2
‘Vc 0.2 : QZ . :
Z = v 76 cos (wt_ +&)| (t-t )+ 575 [Sln (Wt +€) - sin(wt_+ &)]‘ ,
g . gz

(4. 5)

where a, is the ratio of the assumed voltage V2 to the d-c beam voltage

VO , and where the d-c gap transit angle, (—)‘g » 18 defined by

6 < (4. 6)
g2 Yo

Applying boundary conditions at t = tg to Equations (4. 4) and (4. 5)

and multiplying Equation (4.5) by w gives the {>llowing equations:

~-35.



9 = :’—c— - 2 cos (wt, + &) (wt, - wt) + "2 [sin(wt+§) - sin (wt_+ ”')]

g, . "7Ze Ak L B e
2 o e

gz ‘g»z
(4..7)

S v a
d ¢ 2 ' — -

— = 5 55 [co‘s (wtd + &) - cos (wtc + E)] . (4. 8)
o o %,

Equation (4. 7) is used to compute the exit time wtd , and Equation (4. 8)
to compute the normalized exit velocity vd/vo for a given entrance time

wt_ and for different gap parameters of a eg » and T,
2

The normalized exit current is found by using the principle of con-

2 )

servation of charge,and is expressed as,

- = . (4. 9)

dwt
c

The denominator of Equation (4, 9) is derived by differeﬁtiating Equation (4. 7)

with respect to wtc , and it is given by

Ve %2 d - VCA
'I‘,""?g—'”(“td'w-tc) sm(wtc + £&) - (wtd - wtc) (V—)

dwt
dwt o 'C \ 0
d . &2 . (4.10)
dt.m:c v ay
c ‘
‘z % [co., (wtd + &) - cos (wtc +§)]-
g2

It shoul&: be noted that the normalized entrance velocity vc/vo given by

Equation (3. 16) is a single -valued function of wtc and cannot be used for
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large signals. On the other hand, the normalized entrance current iC/Io,
given in series form by Equation'(3. 9). is not suitable for a computer.

In the first drift space cne has

ibd wt, = icd wtc s (3.5)
z =0 , (3.15)
b
— = 1+ N sin(wtb+kb) R (2.21)
o
Vb 1 . eg .
;—- = 1+A+2-4|.u1 sm;otb—-z- +M 51n2(wtb+4}) c e
o
(2.17)
Defining
Gg
X, = wiy - > (4.11)

and neglecting the second-harmonic term in Equation (2. 17), one can de-
rive the following formulas, which take the multivaluedness into account,

and which can be used in a computer:

®1
wt = %, ° , (4.12)
¢ kK 14 a+l i sinx
zH k
dwtc é— eol po cosx
At = = 1 - , (4.13)
k dx 1 2
k Q+A+Z¢m mnﬁJ
i 1 + N sin(x, + + ©
< - E o+ 48, /5) _ , (4. 14)
I, = lAtkl
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v
c . 1 .
v; = 1+ A+ VA e sin Xk 3 (4. 15)
a (v L na <:-os'xk
S S &< (4. 16)
dot v At
c ° k

Equation (4. 14) gives the ﬂr_ﬂof the series in Equation (3.9) and is easily
applicable to computer programming, Equation (4, 15) is likewise multi~
valued and can therefore also be used for-large signals.

It should be noted that Equation (4. 9) does not contain the summation
sign; therefore it gives the component of the normalized exit current id/I0
which corresponds to an increment of a specific entrance time wtc . The
intention here is to follow the separate current contributions from the in-

crements of different entrance time wt_ in future computations. This point

will be discussed again in later sections,

B, CAIC ULATION OF KINETIC ENERGY AND DISCUSSION

Equations (4. 7) (4. 9) with the auxiliary Equations, (4. 10) and
(4. 12) = (4. 16) were computed by the digital computer., In order to allow
experimental verification of the results obtained from the cdmputer, tiqe
physical magnitudes of the input parameters were selected to be applicable
to the dynamic beam analyzer,7 which is an experimental tool available in
this laboratory. Therefore a value of 1.75 radians for the d-c transit
angle of the first gap eg and a value of 2w radians for the normalized
drift distance 90 were chosen., This value of 60 places the second gap

at about one-ejighth of a space-charge wavelength of the dynamic beam tester.
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The depths of modulation in the first gap a, and the second gap.a,  are

1
taken from 0,2 to 1.0 in 0.2 steps; the d-c gap transit angle of the second
gap ng was taken from w/4 to 2w radians in w/4-radian steps; and
finally the phase angle FZ of the assumed voltage V2 across the second
gap with respect to the fundamental current at the entrance was taken from
-m to w radians in /4 -radian steps. For all cases mentioned above,

the entrance time wt_ was changed from 0 to 2w radians with different
increments chosen from the curves of the normalized entrance current
'1C/IO versus entrance time wtc as needed. Thus, it can be seen that the
computer calculations cover a wide range of operating conditions.

It should be pointed out here that the assumed voltage V2 across
the second gap may either be induced by the electron beam or be applied
externally. Separation of these states is possible by kinetic energy cal-
culations at the entrance to the second gap and at the exit from it, Ob-
viously, a decrease in kinetic energy through the second gap indicates that
power is taken out and that the voltage VZ is induced by the electron beam.
An increase in kinetic energy, on the other hand, signifies that power is
fed into the second gap and hence that voltage V2 is applied externally.
The argument for the existence of such a gap voltage depends upon the phys-
ical realizability of the circuit parameters associated with its phase angle
1"2 , 1.e., actual total admittance and resonant frequency of a specific
cavity used as the second gap. This point will be discussed further in the
next section.

The computer data are so arranged that, for a given set of operating
parameters, the normalized exit current id/Io, the normalized exit velo-

city Vd/vo , and the exit time wt‘d are given, together with their corre-
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sponding counterparts at the entrance; i.e., the normalized entrance cur- .
rent ic/Io , the normalized entrance velocity VC/VO , and the entrance
time wt .

c

Normalized kinetic energy per cycle of the electron beam can be

computed from

Wk ‘ ' ; V‘2
2T = = et ¥ PR . 1
W o= f <I><, > dwt (4. 17)
o o o o,

where Wk is the kinetic energy per cycle, i/Io is the normalized current,

and v/vo is the normalized velocity at time wt.

1. Two-Cavity Klystron and Velocity-Filter Gap

Figure 17 shows the fundamental component of beam current at the
entrance to the second gap for different depths of modulation a, at the
first gap with a value of 1.75 radians for the d-c transit angle of the first
gap eg as a function of the first drift angle 60.. The drift angle of 2w .
radians used in the computer run is shown by a vertical dashed line, It
is seen from the figure that the maximum value of the fundamental current
occurs between a, = 0.6 and a, = 0.8,

Figure 18 shows the normalized current ic/Io and the normalized
velocity vc/vo at the entrance to the second gap for different depths of
modulation a, at the first gap. Velocity curves in Figure 18 indicate that
there are two stationary points on all curves. These points correspond to
those electrons that pass through the first gap at times when the r-f field

at the first gap changes from decelerating to accelerating and vice versa,

With respect to the stationary points, therefore, electrons in the beam at
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the entrance to the second gap gan be divided into the following classes:

Class 1 - bunched fast electrons (near the first stationary point),
Class 2 - bunched slow electrons (near the first stationary point),

Class 3 - electrons near the second stationary point,

It is obvious from Figure 18 that as the depth of modulation a, is increased,

1

two bunches of electrons occur, one of fast electrons (Class 1) and the other
of slow electrons (Class 2). Since the drift angle 90‘ is constant, Class 1

and Class 2 electrons begin to debunch at about a; = 0.8. The optimum

bunching occurs between a, = 0.6 and a, = 0.8, which can also be easily

1
predicted from Figure 17. The deviation of velocity from the d-c wvalue
increases as the depth of modulation a, is increased,

The operating parameters of this analysis are the depths of modula-

tion at the first gap a and at the second gap a5, the d-c transit angle

1?
of the second gap egz,; and the phase angle PZ of the voltage '\/'2 across
the second gap with respect to the fundamental component of the beam cur-
rent at the entrance to the second gap. In the following analysis, therefore,
one of these parametervs wili be varied while the other three parameters are

held constant. Numerical calculations of Equation (4.17) using the computer

data show the types of operation shown in Table I.

TABLE I.
Types of Operation Indicated by Computer Data

Type Kinetic energy Maximum value of exit velocity
w (normalized) Vd/vo {(normalized)
Type 1 decrease decrease
Type 2 decrease increase
Type 3 increase increase
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Cases of Type 3 are autcmatically excluded, since they are not in-
cluded in the present study, but they might be used to represent the middle
cavity in an analysis of a three-cavity klystron. The amount of the decrease
in the normalized kinetic energy is, in general, greater in Type ]l than in
Type 2. Further computations for Type 1 show that the greatest decrease
in maximum velocity does not necessarily accompany the maximum output
power, and the operating parameters are different for each of these cases.

In Figures 19 — 28 and in Figure 31, each class of electrons will be
designated so that the reader can refer to Figure 18 to get a clear picture
=0.8, a

of the behavior of the electron beam. Figure 19 shows, for a =1.0,

1 2

and 6, =mw, the normalized exit current id/IO , and the normalized exit

g2

Vel'ocity vd/vo , as functions of the exit time wtd when 1"2 is varied from
0 to -w radians in n/4-radian steps. Since the gap width and the voltage
across the gap are constant, this series of graphs corresponds to the cases
where the magnitude of the r-f field is held constant and the phase of it
with respect to the beam is shifted. It is seen that under these operating
conditions Class 1 and Class 2 electrons undergo changes while Class 3
electrons {of which there are only a few) are affected very little. As I‘Z

is increased in the negative direction, the two bunches already existing
come closer and form .a single bunch. This bunching seems to be related
to the velocity in such a manner that the maximum velocity of Class 1 elec-
trons increases as the negativeness of FZ is increased and as power is
fed into the gap. The case for 1“2 = -w/4 is the optimum operation for this
series for output power, but the efficiency is very small since the bunch

of Class 2 electrons is accelerated while the bunch of Class 1 electrons

are decelerated in passing through the gap. Overtaking occurs within the
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gap between T, = -n/2 and T, =- 3u/2.

Figure 20 shows, for a, =0.8, a, = 1.0, and T, = -m/2, the nor-

1 2 2

maliized exit current, ld/Ib » and the normalized exit velocity, V;B/V,B ; as
functions of the exit time wt g, when ng is varied from 3w/4 to 7n/4
radians in w/4- radian steps. As egz is increased, Class 1 and Class 2
electrons first bunch together, overtaking occurs within the gap, and then
these two classes of electrons begin to debunch., It should be noticed that
the magnitude of the r-f field decreases continuously in this series of
graphs. The phase angle 1"2 is such that both the bunch of Class 1 elec-
trons and the bunch of Class 2 electrons are decelerated continuously from

one case to the other. At the beginning of the series; power is fed into the

gap for ng = 3n/4 and ng = 7 cases, but it is taken out for the remain-
ing cases. The case for egz = 7n/4 represents the velocity-filter gap,

in which there is a 10.3 per cent decrease in the maximum velocity,and the
efficiency is 13.5 per cent.

Figure 21 shows, for a, = 0.8, egz =7/2, and T

normalized exit current,. 1d/IO ,» and the normalized exit velocity, in/'Vé 5

2 = -11'/4, the

as functions of the exit time, wtd‘, when a_ is varied from 0.2 to 1.0 in

2
0.2 steps. This series of graphs represents the catcher gap of a two-
_cavity klystron. In these cases, the debunching of the beam during one
cycle and the phase angle 1"2 are optimum for energy extraction from the
beam, Velocity spread and efficiency increase as a, (and therefore the
magnitude of the r-f field) is increased. Velocities of Class 1 electrons
change little, but the amount of charge of this class of electrons decreases

continuously, Velocities and thé amount of charge of Class 2 electrons

change drastically, and a split accurs in the bunch of Class 2 electrons.
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Class 3 electrons, on the other hand, fall out of phase and take energy from
the r-f field; cocnsequently their velocities (and hence their kinetic energies)
increase,

Figure 22 “shows, for a. = 0.8,

1 5= /4, and r, = -w/2, the

O
normalized exit current. iH/Ib 5, and the normalized exit velocity, v’fd/v"o »”
as functions of the exit time wtd, when a, is varied from 0.2 to 1.0 in
0.2 steps. This series of graphs represents the velocity-~filter gap when
the electron beam at the entrance is assumed to be a spent beam. Since
the gap is long, overtaking within the gap has already occurred between
Class 1 electrons and Class 2 electrons. They appear as a single aplit
bunch. The debunching between the two classes of electrons increases as
a, increases, (therefore the magnitude of the r-f field increases), where-
as Class 3 electrons pass through the gap almost unaffected. The interest.
ing feature of this series of graphs is that whereas Class 1 electrons are
being decelerated and are giviﬁg their energies to the r-f field, Class 2
electrons are accelerated and take energy from the r-f field. Velocity
‘spreads, output powers, and efficiencies are smaller than those of the cases
shownin Figure 21, but the extent of the decrease in the maximum nor-
malized velocity is greater.

The behavior of the electron beam when it passes through the catcher
gap of a two-cavity klystron and through the velocity-filter gap is shown
in Figures 21 and 22 respectively. A better understanding can be obtained
if, in addition, one examines the changes in the incremental charge Aq
and in the incremental kinetic energy AW of electrons in a specific range
of velocities. For this purpose bar graphs representing percentages of

Aq and AW for ranges of velocities spanning ten per cent of the d-c velo-

-49.



0

91

. N\P—. -
uceINPOIA FO syrda( IUSIDJFKJ I0F (Uil UaNOoI() Pa WU, 31X SNSIVA

o zg
¢1 pue ‘p/u) = B ‘g0 =

Iy

(o]

pue

>\@> K3100T0 A

1IX5 POZITRWION Pue (SUIf Prios) .@us auIr], 3IXH sSnsIsa oH\vw JueIINy IIXH PIZITRWIION

‘72 oandig

P P
m
2 9 s vy 7 @ i Mg L s s e 2 L Py,
T T T T T v T T T T v T T
vo-l.llql.lll'ur”ll.lllllllll bl QOIII.qllI_llllllllllllllll.._
S miembeuy rllll/lfll 1.|llll|l.rllllllllll! g
~T et
o O ~—ee e P I Ll e ——— R g S
- —_— -y ~3 o %°LT ~~. o
v> — === - lll/.ll'/lll.‘ll ) — = =t -~ —— — — )
~| ~— ! A ~—— !
E2 i R <g ssvio> o € L2 ittt B <£SSVI0> e
91 v o1+ He
01-%p ¢0-20
'
2 $5V12 15SV1D 1s 2 8SV10 1SSV 1s o
1
3 ’ P, . ?
i 2 m im [4)
2z 9 S v 3 2 B L 9 ] v 7 2 W 2 9 S v € 2 i 04
T T T T T T v T T T T T T T T T T v T T
I . — = - 4 - - ] ob — e e —— — ] O — e e PR
5 i volj +0] 5 1
Sl S = ——— -
IIHH/I ’IlIIIIIIIIII _. I ———
. —— i N I S | TR
~—— . -4 ~———] © ~— 2 . —] 0 —— b —~] 01
—— - =~ I A — ~ A —~— ~—
—_— T — — S — | == —_——— e e e e ] _— | — e — — - — m——— ——| 5
A ) S~ L § A < ———— Py L 3 ~e - ] ;
e e, ———— : -~ - S — . - + -
N ——————— e - €€ SSY13 > -—uig ZF T m———— —_ ) & eSSV . P l'lll.lll ~.] «¢ssvin-> =g
o - —
- 1* ol E 9l \‘J £
90-%D Zz0
vo=p
28sv1o 1SSV 4s 2 $sV10 | 58V R 2 s$v10 1SSV1D s
\

ALIDOT3A 0-G =A

AN3BYNMD 9-0 =20

ALIDONIA = e

AIN3BYND




city are used. Each ten-percent span will be termed a velocity-class in
this report. Electrons will be designated either by their velocity-class

or as: (1) slow electrons — those having velocities less than the d-c velo-
city, (2) fast electrons ~ those having velocities more than the d-c velo-
city.

Figure 23 shows the percentage of ingremen’cal charge Aq, and the
percentage of full incremental kinetic energy AW versus velocity-class at
the entrance to the second gap for the case of a, = 0.8. Itis seen that the
total incremental charge is 49.264 per cent, the total incremental kinetic
energy is 28.303 per cent for slow electrons; and the total incremental
charge is 50.736 per cent, the total incremental kinetic energy is 71.697
per cent for fast electrons. It is also apparent that the charge is accumu-
lated mostly at the extremes, and that this accumulation of charge corre-
sponds to the existence of bunches in the beam at the entrance to the second
gap. On the other hand, since the kinetic energy is proportional to the
square of the velocity, the total kinetic energy of the fast electrons is
about 2.5 times the total kinetic energy of the slow electrons, whereas the
ratio of total charges is almost equal to one.

Figure 24 shows, for a; = 0.8, the percentage of incremental charge
Aq versus the normalized velocity-class vd/vo, with a, as a parameter,

at the exit of the catcher-gap selected (i.e., =7/2 and r, = -m/4).

0
g2
In each case of this series of graphs except in Figure 24b, it is seen that
the total percentage of Aq is decreased for fast electrons, and that the
velocity spread is wider than that at the entrance, although the maximum

velocity-class does not exceed 1.4, This obviously means that, on the

average, the electrons are decelerated and power is taken out from the
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electron beam, The main effect of increasing the r-f field (i.e., in-
creasing az.) in this gap is to decelerate the electrons. In some velocity-
classes, there is an increase in the percentage of Aq when a, is increased, .
This increase occurs because at the ertrance to the gap, the electrons in
a velocity~class have different phases with respect to the r-f voltage across
the gap, Some of these electrons are accelerated while others are decel-
erated. To visualize this phenomenon, one should examine the adjacent
velocity-classes, In Figure 24(d), for example, both the percentages of
Aq for the velocity classes 1.1 and 1.2 show slight increases from the pre-
vious case, Examining the velocity-class 1.0 {(i.e., 1.0 — 1.1), one can
see that the decrease in this class of electrons is greater than the increase
in the higher velocity-classes. In other words, a few of the electrons of
velocity-class 1.0 are accelerated while a greater number of them are de-
celerated.

Bar graphs representing the percentage of incremental kinetic energy
AW versus the nérmalized velocity-class, vd/vo, with a, asa parametex .
are depicted in Figure 25 for the catcher gap selected. It is seen that as
a, is increased the total kinetic energy for the electron beam, as well as
for the fast electrons, decreases continuously. The:total kinetic energy for
the slow electrons first decreases and then increases as a, is increased,
This increase is not due to the acceleration of slow electrons, but is due
mainly to the increase in their total charge, The changes in the total kine-
tic energy of the slow electrons are, however, only a few per cent. Ob-
serving the same phenomenon as in Figure 24(d), one can see that the per-
centages.of .AW for the two velocity-classes 1.1 and 1.2 show slight increases,

but the decrease in the percentage of AW for the velocity-class 1.0 is greater
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than the increase in the higher velocity-classes.
Figure 26, which is similar to Figure 24, is for the velocity-filter

=Tw/4, ', = -w/2), and for a, = 0.8, The total

g 1
percentages of Aq for both the slow electrons and the fast electrons change

gap selected (i.e., © 2
a few per cent as a, increases, The percentages of Aq of the velocity-
classes higher than 1.2, however, decrease appreciably, from 30 per cent

to 7.80 per cent. In contrast to this, the percentages of Aq of the velocity-
classes lower than 0,7 increase from 18.75 per cent to 25.80 per cent,

Figure 27 shows the percentage of incremental kinetic energy AW
versus the normalized velocity-class vd/vo , with a, asa parameter, for
the selected velocity-filter gap. The total percentages of AW both for the
electron beam and for the fast electrons decrease continuously, as expected
from Figure 26, but as a, is increased the total percentages for the slow
electrons first decrease and then increase, This increase is comparable to
the increase in the total percentage of Aq, since most of the change occurs
near the velocity-class 1.0,

An illustrative comparison between the catcher gap and the velocity-
filter gap is shown in Figure 28, One salient point is the occurrence of over-
taking within the gap in the case of the velocity-filter gap. The beam is also
bunched more in the velocity-filter gap than in the catcher gap. On the other
hand, the velocity spread of the electrons and hence the output power is larger
in the catcher gap.

A numerical comparison between the catcher gap and the velocity-
filter gap, selected as indicated, is given in Table II. In the table there are
two columns for each case; the left column represents the percentage of

dectrease in maximum velocity, and the right column the percentage of power

[
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Figure 28. | (a) Normalized Exit Velocity vd/v0 versus Exit Timfe wtd;
(b) Normalized Exit Current id/Io versus Exit Time wtd for
the Selected Catcher Gap (solid line) and for the Selected Velo-

city -Filter Gap (broken line),
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TABLE II,

Velocity Decreases and Efficiencies
for Catcher Gap and for Velocity-Filter Gap

9g2-='n'/2 r,= -m/4 9g2= Tw/4 FZ = .m/2
Velocity Efficiency (%) Velocity Efficiency (%)]
a, decrease (%) decrease (%)
0.2 1} 1.881 | 5. 356 2.128 2,778
0.4 | 3.278 11.981 4,255 . 5.883
0.6 4, 363 17.477 .6.294 8. 372
0.8 5.247 18.571 8. 310 10.612
1.0 2.370 23.995 10. 327 ‘13.552

exchange, It is apparent that the decrease in maximum wvelocity is not pro-
portional to output power in the case of the catcher gap, as it appears to
be in the velocity-filter gap.

It can be concluded from the analysis of this chapter that at large
signal levels one cannot easily predict the operating parameters for a
catcher gap without calculating the kinetic energies at the entrance of the
gap and at the exit from it, In contrast to this, the operating parameters
for a velocity-filter gap can e~asily. be predicted by the decrease in the maxi-
mum velocity at the exit from the gap. Efficiency of a velocity-filter gap
is usually lower than that of a catcher gap, since slow electrons, being out
of phase, are accelerated and take energy from the r-f field. This sug-

gests elimination of slow electrons in a spent beam by some means, pre-
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ferably electrostatic, before the beam is allowed to pass through a velocity-
filter gap.

i .
2. Loading Conditions of a Two-Cavity Klystron

It was previously mentioned that the existence of the assumed voltage
V2 across the second gap depends upon the physical realizability of the
circuit parameters. Once the operating parameters and the power exchange
for the second gap are known from the preceding analysis, the circuit para-
meters can be determined.

The equivalent circuit for the second gap is shown in Figure 29,

where GT represents the total conductance,and B represents the total

T
susceptance of the cavity proper; i.e.,
Gp = Gl + GC + Gy ) (4. 18)
BT = B; +B_+ B, ) (4.19)
where
Gl = load conductance referred to the cavity,
Gc = conductance representing the circuit loss in the cavity,
G, = beam-loading conductance,
Bl = load susceptance referred.to thé cavity, - i,
BC = susceptance representing the tuning of the cavity,
Bb = beam-loading susceptance,
I, = induced current at the cavity.

Figure 29b shows the vector diagram for the fundamental component

-of the entrance current icl and the voltage V2 across the second gap.
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(a) (b)

! Va ?GT B¢

Figure 29. (a) Equivalent Admittance Circuit for Second Gap, (b) Vector
Diagram for Fundamental Component of Entrance Current i_,
and Voltage V2 across Second Gap. ¢

When the reference is shifted to the center of the gap, the phase angle vy
between icl and V2 represents the phase angle of the total admittance
shown in Figure 29a if the cavity has a high Q; that is, if no harmonics
are present in the induced current, The difference between the calculated
kinetic energies at the entrance and exit of the second gap represents the

power transferred to the load and the power dissipated in the cavity. One

can then write

Wy - Wy
Pk - entrance exit , (4. 20)
27
v 2
P, = ¢ V2 ) : (4.21)
k 2
where
]
G = GZ + GC . (4. 22)
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One can thus determine the load conductance Gl referred to the cavity
from Equations (4.20) - (4.22) and from measured values of Qo and Qx

of the cavity.
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V. ANALYSIS OF SECOND DRIFT SPACE AND LAST CAVITY

In this chapter it is assumed that the operating characteristics of
the catcher gap and the velocity filter gap are as determined in the previous
chapter, Because of the complexity of obtaining analytical formulas for
the current and the velocity of the beam as functions of exit time, wtd , at
the exit from the second gap, only computer solutions are sought for these
characteristics. Also, in the formuiation of the problem, which follows,
the total current is not calculated; instead, current contributions from the
increments of different wt times are traced along the tube. Thus the
physical phenomena taking place at any point along the tube are readily
understood. The analysis here is similar to that of ChapterIV. The known
characteristics of the catcher gap will provide the initial conditions at the
entrance to the second drift space, and the known chatracteristics of the

velocity-filter gap will be used as those of the third gap.

A. COMPUTER PROBLEM
Since the second drift space is again assumed to be a field-free space,

the equation of motion is
Z = o . ' (5. 1)

The time at plane e (see Figure 30) can be expressed as

e02
wt, = wt g+ o ) (5. 2a)
d "o
wlz
902 = v . (5. 2b)
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Integrating Equation (5. 1) once and applying the boundary conditions at

t=1t,, one obtains

d
v
e-—
v
o

(5. 3)

ot

where vd/vo is given numerically by the computer, Differentiating Equa-

tion (5. 2a) with respect to wtd , one obtains

wlz q A
dwt V. dot. \ V.
—%=-1.2-2 d \ o . (5. 4)
dwt 2

T

From Equation (4. 8), one can derive

v a
d C 2 :
<{’——> + 55 sin (wtC + &)

da (V4 whe \"o g2 %2 .
" | = - T sm(wtd+ £) ;
w d (o] dwtd gz
dwt (5. 5)
¢ et
First Gap Second Gap Third Gap
Plane a b c d e f
|<—d I ] d ! | 43!
| e <=0z :é_ g
e : S > ) '
l |‘ t"l /i |~ 12 | |
Current T, i i : llid ieil :if
Velocity v, : A | Yy vy | [V
| | | | ! f
{
' Time 1, ty te tq te ty

\

Figure 30. Schematic Diagram of the Combination of a Two-Cavity Klystron
and a Velocity-Filter Gap.

-65-



_dwtd/dwtc is given in Equation (4.1 } and d,(vc'/:vo)/ dwt,' in Equation
(4. 16)., Using the principle of cpnservation of charge for the second drift

space, one obtains

id‘

Io

=2 (5. 6)

dwt_|
€

c'i(mtd

o o~
!

Equations (5. 2)-— (5. 6) define the normalized current, ie/Io , and the nor-
malized velocity, Ve/vo , as functions of time, wt,_, corresponding to
specific wt times.

Assuming a voltage V3 ACTOSS the'ga,p with a total phase l"3 with
respect to the fundamental current at the entrance, one.canwrite the equation
of motion for the third gap as

v
- .8

Ps o2 =§» sinfot + T'y) . (5. 7)

Integrating Equation (5. 7) twice, substituting initial conditions at t=t_,

and normalizing with respect to d-c wvelocity, one obtains

. e ) ‘
Z = — 55 [cos (wt + I'3) - cos (wt, + ]."3)] , - (5.8)
o g3 -
and
-Ve a, '
7 .= = - 35 cos (wte + 1"3).~ (t - t‘e)
o g3
3
+ 55 [sm (wt + T'3) - sin(wt, + l"3)] R (5.9)

g3

where o, is the ratio of the assumed voltage, V3, to the d-c¢ beam voltage

Vo’ and the d-c gap transit angle, Og , is defined by
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wd
0 5_2’.

. 5.10
gy - Vo ( )

Applying boundary conditions at t = ‘cf to Equations (5. 8) and (5. 9) and

multiplying the latter by w gives the following equations:

Ve !

6g3 = i.- by cos (wte + 1"3) (wtf - wte)
g3
%3
t 55 [sin(wtf + I'g) - sin(wt, + r3v)]‘ , ' (5. 11)
g3 :
Ve v a, 1
i + s [cos (wt; + T3) - cos fwt_ + I 3)] . (5.12)
€3

Equation (5.11) is used to compute the exit time, wtg, and Equation (5. 12)"
to compute the normalized exit velocity, vf/vo .

The principle of conservation of charge for the third gap results in

i

£
i 1 :
i-f— PR . (5. 13)
o dwtf
dwt
‘ e

The denominator of Equation (5. 13) is found by differentiating Equation

(5.11) with respect to wt; therefore

Ve %3 a Ve
ot ‘—,;— " 35 (w’cf - wte) sm((.oi:e + F3) - (wtf-wte) o V;
W o g3 e
dwt, e, 2 s (ot + Ty) (wt_+I') |
-+ [cosw.-i--‘-cosw ]
vy 20 f 3 e 31 (5. 14)



where

7 dwt v dwt v
d (.?.) - d _9._<_E‘.> = d\ o (5.15)

v
dwt, \Vo dwte dwt

It should be noted that since all the derivatives are single-valued,
the reversal of the derivatives at various stages of this analysis is valid, .
This is a result of considering the components only, rather than the total
contributions of current from the iricArements of wtc time. Total currents
and corresponding velocities can be plotted from computer data at any

major point along the tube,

B. VELOCITY FILTERING

Equations (5.2) — (5.6) for the second drift space and Equations
(5.11) = (5. 15) for the third gap were computed by the digital computer.
‘Since the operating parameters of the catcher gap and the velocity-filter
gap were known, they were used as constants of the problem, with the
normalized second drift angle 902 as a variable.

One can see from Figure 28a that €lass 1 electrons and Class 3
electrons have almost the same velocity, and they are almost w radians
apart. The drifting of the electron beam in the second drift sI.Jace, there-
fore, will not alter their relative positions with respect to each other,
Consequently, in the third gap, with the known operating parameters for,
the velocity -filter gap, Class 3 electrons will be accelerated while Class 1
electrons are decelerated. This will result in a greater maximum nor -

malized velocity in the electron beam at the exit from the third gap than
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that at the exit from the second gap, which can be shown to be an improve-
ment so far as the intensities of the X-ray radiation are concerned, since
the amount of charge of Class 1 electrons is very much larger than that of
Class 3 electrons. These intensities are calculated and discussed in the
latter part of this chapter,

The computer data have shown that for the velocity-filter gap to be
most effective on Class 1 electrons,the optimum drift angle 602 must be
9w/4. The normalized exit current, 11./10 , and the normalized exit velocity,
‘;}f/vo , as functions of the exit time. wtf, are shown'for the optimum é‘ase .
= -1/2,and a

in Figure 31 where 0 _, = 9w/4, eg3 =7/4, T = 1.0. Each

3 3
number on the curve shown in Figure 3la is the number assigned to an elec-
tron at plane ¢ (Figure 30), which is chosen as an initial condition for the
computer problem of Chapter IV, (The initial conditions at plane c for

a, = 0.8 are given in Appendix I.) It is apparent from Figure 3la that
several overtakings occur, some in the second drift space and some in the
third gap. These are due mainly to the large velocity spread in the electron
beam at the exit from the catcher gap. The important groups of electrons
are the decelerated Class ] electrons and the accelerated Class 3 electrons.
The rest are used only to compute the total kinetic energy of the electron
beam, Bar graphs similar to those previously used are shown in Figure

32, If Figure 32a is compar;ed to Figure 24e, it is apparent that, following
the velocity-filter gap, the two bunches existing in the electron beam shift
to lower velocities, but a small percentage of electrons (of Class 3) shift

to higher velocities, The velocity spread, therefore, is somewhat the

same as it was at the exit from the second gap. Both these shifts can again

be seen if Figure 32b is compared to Figure 25e, It should be noted that
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Figure 31. (a) Normalized Exit Velocity vf/v0 versus Exit Time ,wtf;
(b) Normalized Exit Current. if/Io versus Exit Time wtf for
L, = 9m/4, eg3 = /4, Ty= -w/2, and az = 1.0.
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for slow electrons the total incremental kinetic energy, ZAW, does not
show an increase, but for fast electrons it shows a definite decrease. This
is as expected, since the veloélity-filter gap selected interacts primarily
with the fast electrons. The calculations &f the total kinetic energy show
that the power is taken out and that the efficiency of the selected velocity-
filter gap is 5.368per cent.

The power taken out from the velocity-filter gap represents a fur-
ther decrease in the total kinetic energy of the spent beam and hence a
decrease in the total X-ray radiation from the collector (the target). Be-
cause of unavoidable phases and velocities of Class 3 electrons, the hard-
ness of this radiation incre.asev;. In spite of this, the introduction of the
velocity -filter gap produces an improvement in X-ray radiation simply by
decelerating the highly bunched Class 1 electrons. In the following dis-

cussion the transmission of the contihuous X-ray spectrum (Bremsstrahlung)

through a given shield will be considered, and the transmitted intensities
of variou wavelengthé, with and without the velocity-filter gap, will be
compared,

The continuous X-ray sp-ectru;n has some interesting features. The
wavelength characteristics of the continuous spectrum are in&ependen\z of
the material of the target, but are determined by the voltage applied to the
tube (see Figure 33), Itis seen from Figure 33 that for a definite voltage,

no radiation occurs up to a certain wavelength, (A ). '"Having passed

min
this wavelength, the intensity rises sharply to a maximum, and then grad-
ually falls to a relatively low value. The intensity of the continuous spectrum -

is dependent on the target material, the tube current and the applied voltage

as well as on the thickness of the target. n8, 9 It was shown that the con-
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tinuous spectrum emitted by a thick target can be app.foximated by the con-
tinuous spectrum emitted by a thin target. The usual assumption is that the
total emission from a thick target is obtained by considering a summation
over each of the emissions from a series of thin targets one behind the other,
with the energy of the incident electrons decreasing for each succeeding
thin target.lo In this discussion, however, we are not interested in the
absolute value of the intensity of the continuous spectrum at a specific wave-
length, but in the relative intensity transmitted through a given shield.
Qualitative relations of the various parameters will therefore suffice,

The equations for the minimum wavelength and the intensity of radia-
tion at a given wavelength in terms of. the voltage and the current of the elec-

tron beam are:

o= = (5. 16)
min v

atndll

I .
J -—K)\—z- ll (5.17)

From Equations (5.16) and (5. 17), one can write for two different wave-

lengths:
\2
J A% i
——J“ = (=] 1) (5.18)
i
A2 2/ \2
which can be transformed into
2 :
S ;1_ 7y , (5.19)
Ix2 2/ W, ;
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since

v-d1lm 2o (5. 20)

where W1 represents the kinetic energy corresponding to il and v,
The transmission in’cénsity varies exponentially with the mass ab-

‘sorption coefficient w/p’y, the density, p, and the thickness, x,, of the

shield material, as,

° (5.21)

N
]

J
J
o
The mass absorption coefficient depends on the shield material and the
wavelength A\, and is usually directly proportional to the density and in-
versely proportional to the Wavelength. Mass absorption coefficients are
determined experimentally gnd are given in the literature,

If a reference intensity at a given wavelength is chosen, then from

Equations (5.19) and (5":.‘21),'zone has

R = . (5.22)

Since the present work is intended to apply"to high-power klystrons,
a d-c beam voltage of 250 kv is chosen for the two-cavity klystron for
the following computations. Itis seen from Figures (24e) and (25e) that
the maximum percentage of Aq and the maximum percentage of AW are
those of velocity-class 1.2, The intensity of radiation from this velocity-

class of electrons, therefore, is taken as the reference intensity. The
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material of the shield is lead (p = 11.005 g‘r/cm3) and the thickness of it
is assumed to be such as to drop the reference intensity to 1/e of its in-

cident magnitude. The mass absorption coefficients for lead are plotted in

‘Figure (34), in the wavelength range of in‘cerest.12 Equation (5. 21), then,

gives

J _ e-.4:x11.005x
Jref

_ 1
T e

22717 cm.

b
]

This thickness of .22717 cm and Equation {5.22) are used in the rest of
the computations. The results are tabulated in Table III.

It is seen from Table III that the maximum transmitted intensity
with the velocity-filter gap is less than the maximum transmitted inténsity

(the reference) without it.
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.VI. CONCLUSIONS -AND RECOMMENDATIONS

A, CONCLUSIONS

Although this study was based on a very simple model, many inter-
esting and important results were obtained, which may serve aAs guides for
future investigations. Conclusior;s from this ballistic analysis can be grouped
under: (1) exact graphic analysis and its approximation, which includes
the first gap and the first drift space, and (2) computer solutions, which

includes the second gap, the second drift space, and the third gap.

1. Exact Graphic Analysis and Its Approximation

Exact graphic anaiys-is reveals the physical relationships in the
first gap and in the drift space, but itis tedious and time consuming and
does not give the functional relationships between the various parameters,
Approximating the graphic method aﬁalytically, on the other hand, is de-
monstrated to be valid, the second-order method both approximating the
large-signal cases well and also giving analytical formulas that reveal
information about the harmonics.,

In the first gap both velocity and current modulations are produced
during the passage of the electron beam through the gap, and the transit
time plays an important role.in these phenomena. The velocity modulation

is proportional to the depth of modulation a but is inversely proportional

l 2
to the d-c gap transit angle eg',l . The difference between the minimum
velocity and d-c velocity is greater than the corresponding difference be-

tween the maximum velocity and the d-c wvelocity. Like the velocity modu-

lation, the current modulation is also proportional to the depth of modulation,
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but it varies with the d-c gfp transit angle,first increasing and then de-
creasing., Both velocity and current expressions contain harmonics at the
exit from the first gap, but this effect is more pronounced in the expression
for the current,’

In the first drift space, density modulation is produced in a velocity-
modulated €lectron beam through drift action. The beam current develops
harmonics, and the amplitudes of harmonics are proportional to the depth
of modulation. The maximum value of the fundamental current is seen to
be greater than the value of 1.16 predicted by Webber.5 The point in the
drift space at which the maximum value of a harmonic occurs is inversely
proportional to the depth of modulation. As the depth of modulation is in-
creased, two bunches of electrons occur, one of fast electrons {Class 1)
and the other of slow electrons (Class 2). These results have been shown,
at least qualitatively, in the works of others, An additional phase angle
Bn is introduced into the current by the two independent components of
each harmonic, The velocity becomes more nonlinear at the end of the

drift space (overtaking occurs), but its extreme values do not change.

2. Computer Solutions

The multivalued nature of transit times and the occurrence of over-
taking make it impossible to derive explicit analytical formulas for the
velocity and the current of the electron beam at the second gap and beyond;
thus one is limited to graphic analysis, i.e., the digital computer solutions.
One salient point in the formulation of the computer problems is consideration
of the components instead of the total contributions of current from the in-
crements of wtc time, This causes all the time derivatives to be single-

valued. -
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The graphic analysis revealed that one cannot easily predict the
operating parameters for a catcher-gap without calculating the kinetic
energies at the entrance of the gap and at the exit from it. It was seen
that the electron beam debunches as the operating parameters are adjusted
for maximum energy extraétion. This is also shown by Webber.13 Opti -
mum operating parameters for the catcher-gap of a two-cavity klystron
were found to be ng =w/2 radians, r,= -w/4 radian. The maximuﬁ
= 0.8 and a

efficiency was 23.995 per cent for a = 1.0 with the selected

1 2
initial conditions of egl = 1.75 radians and 6,; = 27 radians.

The operating parameters for a velocity-filter gap used as the second
gap were easily predicted "by' the decrease in the maximum velocity at the
exit from the gap. The optimum values were found to be ng = Tn/4 radians
and T, = -w/2 radians. This gap, which is a rather long gap, showed
interaction with the fast electrons {(Class 1). The electron beam became
more bunched in passing through the gap.

Even with the velocity-filter gap as a third gap in combination with
the two-cavity klystron, Class 3 electrons showed undesirablie behavior.
This was a result of their being at the same velocity as Class 1 electrons
and almost half a cycle apart from thém. The drifting of the electron beam
in the second drift space, therefore, did not alter their relative positions
with respect to each other, Conséquently, in the third gap, with the known
operating parameters for the velocity-filter gap, Class 3 electrons were
accelerated while Class 1 electrons were decelerated. This resulted in a
greater maximum velocity at the exit from the third gap than that at the exit

from the catcher-gap. It was shown, however, that the inclusion of the

velocity -filter gap was an imprevement so far as the intensities of the X-ray
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radiation transmitted through a given shield were concerned (see Table II),
since the amount of charée of Class 1 electrons was very much larger than
that of Class 3 electrons. To obtain the greatest decrease in the velocity
of Class 1 electrons, the optimum second drift length was found to be

0,2 = 91/4 radians. Under these operating conditions, an efficiency of

o}

5.368 per cent was obtained for a, = 1.0. Thus it was demonstrated that

3
the idea of interaction of a r-f gap with a group of bunched electrons

having a specific velocity-class is feasible.

B. RECOMMENDATIONS

The combination of the two-cavity klystron and the velocity-filter
gap partly solves the problem of X-ray radiation resulting from the accelera-
tion of Class 3 electrons. - Since their velocities are greater than those of
Class 1 electrons at the exit from the third gap, the relative positions of
these classes will alter in a third drift space. In fact, an additional optimum
drift space can be introduced such that Class 1 electrons and Class 3 elec-
trons come to the same phase. Inclusion of an additional velocity-filter
gap at the end of this optimum drift space obviously will further decrease
the velocity of this new group of electrons and hence the X-ray radiation.

A number of alternating drift spaces and velocity-filter gaps may completely
reduce the radiation to safe levels.

The acceleration of Class 3 electrons can be avoided by tuning the
velocity-filter gap to tht;, second harmonic of the beam current. The phase
of'the induced voltage across the gap can be adjusted such that the r-f
field interacts with both Class 1 electrons and Class 3 electrons in the .

decelerating half cycle.
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Experimental verification of the results obtained in the analysis of
this report can be made on a device such as the dynamic beam ’ces‘cer.‘7 Al.
though there will be discrepancies between experimental and analytical re-
sults because of the limitations of the model, qualitative agreement between
the two is expected,.

The model used in the above analysis was a simple one. The same
kind of analysis can be applied to a model that has gridless gaps, finite

size, and that is modified for space charge.
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